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Transfer learning can outperform SSLSemi-supervised learning (SSL) 
leverages unlabeled data when 
labels are limited or expensive 
to obtain. 

Recent approaches based on 
neural networks have been 
successful on standard 
benchmark tasks.

However, we argue that these 
benchmarks fail to address 
real-world settings.

Shared 

To compare a few widely used 
SSL techniques, we standardize 
on a neural network architecture, 
create a unified reimplementation,
and tune all hyperparameters with 
the same budget.

We test the techniques in a suite 
of experiments designed to 
simulate real-world settings.
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SSL gains smaller
than reported

Unlabeled data can
hurt the model

Varying behavior
with few labels 

We train CIFAR-10 with labeled images 
of only animal classes, and unlabeled 
images of varying combinations of 
animal and non-animal classes.
Adding unlabeled from mismatched 
classes can hurt a model, compared 
to using only labeled data. 

Commonly, SSL researchers 
tune hyperparameters on
a validation set larger than the 
labeled training set.

With a realistically sized 
validation set, error bars on 
accuracy are larger than 
differences, hence
good model selection may be 
infeasible.

Papers report surprisingly
poor supervised-only baselines.
When hyperparameters are
tuned with the same budget,
the gains from using unlabeled data shrink.

Training on 32x32 ImageNet 
then fine-tuning on 
CIFAR-10 with 4k labels 
outperforms all of our SSL 
models.

Our Findings

As the labeled dataset shrinks,
different SSL techniques show varying 
ability to learn from unlabeled data.

Background
d

Model

Models are tuned on unrealistically 
large validation sets

https://github.com/brain-research/realistic-ssl-evaluation

Code available!


