The most expensive
part of an LLM should
be 1ts training data
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(presenting work primarily by Nikhil Kandpal)




Language model training costs have increased ~6.5x each year
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From "Data on Notable AI Models" by EpochAI



Increasing model sizes leads to increasing training dataset sizes

Training dataset size (words) ® 350 Results ®
Qwen2.$572§ e @
& o0 @oO’ i

GPT-4 @ 4 L
R visag® e _---
o @ ® e © -6
1e12 mT5-XXL @ Yuan1.0 © QL\JLZ}("* : 0e_--"
- O ¢ o --~%
v 009 & iz olais @
® T5-11B @ EMDR © OpT-758 ® TanGuE ¢
N @ __ =T @
.8 @ i
GPipe (Transformer) @ T53B «,G‘BERI-,Large -
1e10 — e T “DeepNet @
e .*-
|y - ~SEiBERT @ ® © KEPLER @ o
o 390%™ o XGLM-7.58 ©
L GPT-1 @ InternLM @
[ ]
1e8 [5) @
) DensePhrases @
GSM @ CODEFUSION (Python) @
1e6
©CN+ @
le4
2018 2019 2020 2021 2022 2023 2024 2025

Publication date ®

From "Data on Notable AI Models" by EpochAI



Typical training datasets comprise many sources

LLaMa's Training Data Sources
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From "LLaMA: Open and Efficient Foundation Language Models" by Touvron et al.



Writing text involves human labor

Writing Medium Typical Length (words) Estimated Writing Time
Blog Post 2,000 1.1 hours
Academic Paper 5,000 2.8 hours
Novel 70,000 1.6 days
Textbook 300,000 1 week
Encyclopedia Britannica 40,000,000 2.5 years

From "The Most Expensive Part of an LLM should be its Training Data" by Kandpal and Raffel



Human labor has a cost
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From https://www.visualcapitalist.com/minimum-wage-around-the-world/



https://www.visualcapitalist.com/minimum-wage-around-the-world/

Training data would cost much more than training if annotators were paid

LLM Training and Dataset Costs

Training Cost
---- Data Cost at $3.85/hour wage ,{"
e
$1B P 300x:  : 6000x
/”’ * :
— S GPT-40 !
- - v
g ///’/ O
= ] DeepSeek-V3
}75 $1 M ///, eep ee
o //
O ////
$1K
7 8 9 10 11 12 13
10 10 10 10 10 10 10

Training Dataset Size (words)

From "The Most Expensive Part of an LLM should be its Training Data" by Kandpal and Raffel



Copyright-related lawsuits against OpenAl/Microsoft as of March 2024

Coders
1. Joseph Saveri Firm: overview, complaint

Writers

2. Joseph Saveri Firm: overview, complaint
3. Authors Guild & Alter: overview, complaint
4. Nicholas Gage: overview & complaint

Media

5. New York Times: overview, complaint

6. Intercept Media: overview, complaint

7. Raw Story & Alternet: overview, complaint

8. Denver Post & seven others: overview, complaint

9. Center for Investigative Reporting: overview, complaint

From https://forum.effectivealtruism.orq/posts/EdBkBBFkCaHrw2iwL/twelve-lawsuits-against-openai



https://forum.effectivealtruism.org/posts/EdBkBBFkCaHrw2iwL/twelve-lawsuits-against-openai
https://githubcopilotlitigation.com/
https://githubcopilotlitigation.com/pdf/06823/1-0-github_complaint.pdf
https://llmlitigation.com/
https://llmlitigation.com/pdf/03223/tremblay-openai-complaint.pdf
https://authorsguild.org/news/ag-and-authors-file-class-action-suit-against-openai/
https://authorsguild.org/app/uploads/2023/12/Authors-Guild-OpenAI-Microsoft-Class-Action-Complaint-Dec-2023.pdf
https://chatgptiseatingtheworld.com/2024/01/06/openai-sued-again-in-copyright-case-complaint-pdf-in-basbanes-v-microsoft/
https://www.nytimes.com/2023/12/27/business/media/new-york-times-open-ai-microsoft-lawsuit.html?unlocked_article_code=1.JE0.9Km4.dU6Omrt-r-q7&smid=nytcore-ios-share&referringSource=articleShare
https://fingfx.thomsonreuters.com/gfx/legaldocs/byvrkxbmgpe/OPENAI%20MICROSOFT%20NEW%20YORK%20TIMES%20mtd.pdf
https://twitter.com/LuizaJarovsky/status/1766082153702384116
https://www.loevy.com/wp-content/uploads/2024/02/Intercept-v.-OpenAI-Complaint-Filed.pdf
https://twitter.com/LuizaJarovsky/status/1766082153702384116
https://fingfx.thomsonreuters.com/gfx/legaldocs/lbvgbwxjkpq/OPENAI%20RAW%20STORY%20LAWSUIT%20complaint.pdf
https://www.npr.org/2024/04/30/1248141220/lawsuit-openai-microsoft-copyright-infringement-newspaper-tribune-post
https://www.documentcloud.org/documents/24628523-daily-news-lp-et-al-v-microsoft-corporation-et-a-34-3285-complaint
https://redmondmag.com/Articles/2024/06/27/Microsoft-OpenAI-Sued.aspx
https://www.motherjones.com/wp-content/uploads/2024/06/CIR_Lawsuit_Against-OpenAI_06.27.24.pdf

Idea 1

Train only on "permissively
licensed" text



“.. It would be impossible to train today’s leading Al
models without using copyrighted materials.”
- OpenAl

... let's try!


https://committees.parliament.uk/writtenevidence/126981/pdf/

What is "permissively licensed" (to us)?

I'm not a lawyer, but I know people who know lawyers

Public domain/CCO
- Mostly very old and/or governmental text

Creative Commons-Attribution (CC-BY, CC-BY-SA)
- Non-commercial (NC) considered non-permissive
- "No derivative works" is ambiguous
- (so is attribution, sort of...)

Blue Oak Council gold/silver/bronze licenses
- BSD, MIT, Apache, etc.

Licenses "equivalent” to the above

https://github.com/r-three/common-pile/blob/main/licensed pile/licenses.py



https://github.com/r-three/common-pile/blob/main/licensed_pile/licenses.py

Common Pile raw source sizes (in UTF-8 bytes)
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Proportion of licence types

Public domain
17.5%

Creative Commons
21.9%

Blue Oak & & &
60.6%




Governmental text
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Common Pile v0.0.3



Try it out!
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https://hugqgingface.co/datasets/nkandpa2/common-pile-filtered



https://huggingface.co/datasets/nkandpa2/common-pile-filtered

Idea 2:

Attribute predictions back
to training data



Context attribution finds influential spans in a model's input

Context &
& <solar_eclipse_2024.pdf>

[l <weekly_weather_forecast.pdf>

Query 4

| live in Boston, MA. When and where should |
go to see the eclipse?

LLM

Generated response .

You can drive to Burlington, Vermont to see the
eclipse on April 8, 2024. The weather forecast for
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Burlington is sunny with temperature in the 60sI11...

Context attribution

solar_eclipse_2024.pdf:

A solar eclipse will be visible in the
continental United States on April 8,
2024. The path of totality arches from
Mexico to Texas to Maine ...
weekly_weather_forecast.pdf:

... [1] The weather in Burlington should
be sunny, with mostly clear skies and
temperatures ranging from mid to high
60sk

From "ContextCite: Attributing Model Generation to Context" by Cohen-Wang et al.



Observation 1: Smaller models provide similar attributions
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From "AttriBoT: A Bag of Tricks for Efficiently Approximating Leave-One-Out Context Attribution" by Liu et al.



Observation 2: Attributions combine linearly

Paragraph Attribution vs. Sum of Sentence Attributions
140 4

—_

DN

)
1

—

o

o
1

0.9}
[an)
1

(=)
)
1

>
o
1

Pearson Correlation = 0.971

Paragraph LOO Attribution

0 20 40 60 80 100 120 140
Sum of Sentence LOO Attributions

From "AttriBoT: A Bag of Tricks for Efficiently Approximating Leave-One-Out Context Attribution" by Liu et al.



AttriBoT is pareto-optimal for context attribution
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From "AttriBoT: A Bag of Tricks for Efficiently Approximating Leave-One-Out Context Attribution" by Liu et al.



2, AttriBoT  pubiic

¥ main ~ ) 24 O

G FY-Liu Fixed gradnorm device issue.

RECRECEE SN

context_attribution

context_attribution_simple.e...

example

README.md

requirements.txt

setup.py

Try it out!

7 EditPins ~ ®Wwatch 0 ~

Go to file 3P <> Code ~
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Fixed gradnorm device issue. 3 months ago
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Initial upload. 3 months ago
Initial upload. 3 months ago
Initial upload. 3 months ago

From https://qithub.com/r-three/AttriBoT
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https://github.com/r-three/AttriBoT

Measuring training data influence
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From https://ml-data-tutorial.orq/



https://ml-data-tutorial.org/

LDS Correlation

AirRep is pareto-optimal for group data influence
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From "Enhancing Training Data Attribution with Representational Optimization" by Sun et al.



Thanks.
Please give me feedback:
http://bit.ly/colin-talk-feedback

craffel@gmail.com



http://bit.ly/colin-talk-feedback
mailto:craffel@gmail.com

