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Closed-book question answering
http://www.autosweblog.com/cat/trivia-questions-from-the-50s

who was frank sinatra? a: an american singer, actor, and producer.

Paraphrase identification
https://www.usingenglish.com/forum/threads/60200-Do-these-sentences-mean-the-same

Do these sentences mean the same? No other boy in this class is as smart as the boy. No other boy is as smart as the boy 
in this class.

Natural Language Inference
https://ell.stackexchange.com/questions/121446/what-does-this-sentence-imply

If I say: He has worked there for 3 years. does this imply that he is still working at the moment of speaking?

Summarization
https://blog.nytsoi.net/tag/reddit

... Lately I’ve been seeing a pattern regarding videos stolen from other YouTube channels, reuploaded and monetized with 
ads. These videos are then mass posted on Reddit by bots masquerading as real users. tl;dr: Spambots are posting links to 
stolen videos on Reddit, copying comments from others to masquerade as legitimate users.

Pronoun resolution
https://nursecheung.com/ati-teas-guide-to-english-language-usage-understanding-pronouns/

Jennifer is a vegetarian, so she will order a nonmeat entrée. In this example, the pronoun she is used to refer to Jennifer.
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https://ell.stackexchange.com/questions/121446/what-does-this-sentence-imply
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Performance on languages that were never intentionally trained on



From “Crosslingual Generalization through Multitask Finetuning” by Muennighoff et al.



T0 = 11B parameters

From “Fine-Tuned Language Models are Zero-Shot Learners” by Wei et al.
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Causal and non-causal 
decoder performance is 
similar when using a 
non-masked language 
modeling objective
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Encoder-decoder does 
very poorly when using 
a non-masked language 
modeling objective
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For masked language 
modeling, the opposite 
is true - non-causal 
visibility on the prefix 
helps a lot!
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Please give me feedback:
http://bit.ly/colin-talk-feedback 

Thanks!

References
Multitask Prompted Training Enables Zero-Shot Task Generalization

Crosslingual Generalization through Multitask Finetuning

What Language Model Architecture and Pretraining Objective Work Best for Zero-Shot Generalization?

Few-Shot Parameter-Efficient Fine-Tuning is Better and Cheaper than In-Context Learning

BLOOM: A 176B-Parameter Open-Access Multilingual Language Model

http://bit.ly/colin-talk-feedback
https://arxiv.org/abs/2110.08207
https://arxiv.org/abs/2211.01786
https://arxiv.org/abs/2204.05832
https://arxiv.org/abs/2205.05638
https://arxiv.org/abs/2211.05100

