
Merging and MoErging for 
Compositional Generalization

Colin Raffel



World knowledge

Arithmetic

Physical reasoning

How long will it take for a penny 
to hit the ground from the top of 

the Empire State Building?

How does twelve cans 
of soda weighs?

Grammar correction

What is 1012  3?

In what year was 
president Franklin D. 

Roosevelt born?

Tasks can be considered as a composition of skills



Multitask models can generalize to new tasks

From “Multitask Prompted Training Enables Zero-Shot Task Generalization" by Sanh et al.



Merging models enables new paths for transferring capabilities

Fine-tuning
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… and beyond
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"Vanilla" merging is just parameter averaging

From “Weight Averaging for Neural Networks and Local Resampling Schemes" by Utans



From “Merging Models with Fisher-Weighted Averaging" by Matena et al.

Model merging as an optimization problem



From “Merging Models with Fisher-Weighted Averaging" by Matena et al.

Parameter averaging makes an isotropic Gaussian assumption



From “Merging Models with Fisher-Weighted Averaging" by Matena et al.

Fisher merging uses the Laplace approximation



BERT

RTEMNLI

Donor

From “Merging Models with Fisher-Weighted Averaging" by Matena et al.

Fisher merging can combine the capabilities of different models



Merging models based on loss landscape curvature

From “Merging by Matching Models in Task Subspaces" by Tam et al.



Solving a general merging problem with the conjugate gradient method

From “Merging by Matching Models in Task Subspaces" by Tam et al.



MaTS allows flexibly combining merging objectives and initializations…

From “Merging by Matching Models in Task Subspaces" by Tam et al.



… and achieved state-of-the-art resulted across settings

From “Merging by Matching Models in Task Subspaces" by Tam et al.



From “Editing Models with Task Arithmetic" by Ilharco et al.

Merging models with task vectors



From “Resolving Interference When Merging Models" by Yadav et al.

TIES Merging resolves interference between task vectors



From “Resolving Interference When Merging Models" by Yadav et al.

TIES helps retain specialist model performance



From “Realistic Evaluation of Model Merging for Compositional Generalization" by Tam et al.

Is merging actually doing what we want?



From “Realistic Evaluation of Model Merging for Compositional Generalization" by Tam et al.

… not really.



From “Realistic Evaluation of Model Merging for Compositional Generalization" by Tam et al.

Merging methods also have different practical requirements…



From “Realistic Evaluation of Model Merging for Compositional Generalization" by Tam et al.

… and different hyperparameter sensitivity



From “Realistic Evaluation of Model Merging for Compositional Generalization" by Tam et al.

Multitask performance is still poor as you the number of models…

Multitask
training 

Merging
methods



From “Realistic Evaluation of Model Merging for Compositional Generalization" by Tam et al.

… but the picture for generalization is better.

Multitask
training 

Merging
methods



An alternative: MoErging?

Adapter

From “Learning to Route Among Specialized Experts for Zero-Shot Generalization" by Muqeeth et al.



Differentiable routing between specialist submodels with SMEAR

From “Soft Merging of Experts with Adaptive Routing" by Muqeeth et al.



SMEAR is pareto-optimal across different routing strategies

From “Soft Merging of Experts with Adaptive Routing" by Muqeeth et al.



From “Soft Merging of Experts with Adaptive Routing" by Muqeeth et al.

Experts specialize and are shared across different datasets
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Post-Hoc Adaptive Tokenwise Gating Over an Ocean of Specialized Experts

From “Learning to Route Among Specialized Experts for Zero-Shot Generalization" by Muqeeth et al.



PHATGOOSE outperforms prior routing methods and multitask training

From “Learning to Route Among Specialized Experts for Zero-Shot Generalization" by Muqeeth et al.



PHATGOOSE learns nontrivial routing strategies

From “Learning to Route Among Specialized Experts for Zero-Shot Generalization" by Muqeeth et al.



From “A Survey on Model MoErging: Recycling and Routing Among Specialized Experts for Collaborative Learning" by Yadav et al.

The MoErging design space



Thanks.
Please give me feedback:

http://bit.ly/colin-talk-feedback 
craffel@gmail.com 
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