Merging and MoErging for
Compositional Generalization
Colin Raffel



Tasks can be considered as a composition of sKills

How long will it take for a penny
to hit the ground from the top of
the Empire State Building?

How does twelve cans
of soda weighs?

{ Physical reasoning ]

{ Grammar correction ]

[ World knowledge ]

l [ Arithmetic ]
In what year was
president Franklin D. l
Roosevelt born?

What is 10x12 + 37?



Multitask models can generalize to new tasks

Summarization

The picture appeared on the wall of a
Poundland store on Whymark Avenue [...] How
would you rephrase that in a few words?

Graffiti artist Banksy
is believed to be
behind [...]

Sentiment Analysis

Review: We came here on a Saturday night
and luckily it wasn't as packed as I
thought it would be [...] On a scale of 1
to 5, I would give this a

Question Answering

I know that the answer to “What team did
the Panthers defeat?” is in “The Panthers
finished the regular season [...]". Can
you tell me what it is?

Muilti-task training

Zero-shot generalization

Natural Language Inference

Suppose “The banker contacted the professors
and the athlete”. Can we infer that "The
banker contacted the professors"?

From “Multitask Prompted Training Enables Zero-Shot Task Generalization" by Sanh et al.
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Model merging ... and beyond
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"Vanilla" merging is just parameter averaging

weight space

From “Weight Averaging for Neural Networks and Local Resampling Schemes" by Utans



Model merging as an optimization problem

M

arg max ; A; log p(6|D;)

From “Merging Models with Fisher-Weighted Averaging" by Matena et al.



Parameter averaging makes an isotropic Gaussian assumption

M

arg max Zz; A; log p(6|D;)
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From “Merging Models with Fisher-Weighted Averaging" by Matena et al.




Fisher merging uses the Laplace approximation

M

arg max ; A; log p(6|D;)
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From “Merging Models with Fisher-Weighted Averaging" by Matena et al.
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Fisher merging can combine the capabilities of different models
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From “Merging Models with Fisher-Weighted Averaging" by Matena et al.



Merging models based on loss landscape curvature

(O Model A
O Model B

From “Merging by Matching Models in Task Subspaces" by Tam et al.



Solving a general merging problem with the conjugate gradient method

From “Merging by Matching Models in Task Subspaces" by Tam et al.



MaTS allows flexibly combining merging objectives and initializations...
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From “Merging by Matching Models in Task Subspaces" by Tam et al.



. and achieved state-of-the-art resulted across settings

Zhou et al. (2022)
(NLP with T5)
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From “Merging by Matching Models in Task Subspaces" by Tam et al.

[lharco et al. (2022)
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a) Task vectors

Merging models with task vectors

b) Forgetting via negation

T

O

Tnew — —T

Example: making a
language model produce
less toxic content

From “Editing Models with Task Arithmetic" by Ilharco et al.

c¢) Learning via addition

Thnew — TA + TB

Example: building a
multi-task model

d) Task analogies

Thew = TC + (7B — T4)

TC

Example: improving
domain generalization



TIES Merging resolves interference between task vectors

[] : parameter
== : Influential values
-------- > : Redundant values

Task Vectors T
4 N

== : Model 1 : Model 3 r
=== : Model 2 ===P :Merged Model

Trimmed Task Vectors T

Aligned Values

—

7

(1) Trim

\

7

(2) Elect Sign

Sign Vector ,,

From “Resolving Interference When Merging Models" by Yadav et al.

(3) Disjoint Merge
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TIES helps retain specialist model performance
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From “Resolving Interference When Merging Models" by Yadav et al.



Is merging actually doing what we want?
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NLP Task | / Language — English Arabic Thai German Korean
Question-Answering (SQuaD/XQuaD) M V4 & 4
Natural Language Inference (XNLI) V4 Ao\ & V4
Summarization (WikiLingua) V4 & A2\ & V4
Word Sense Disambiguation (WiC/XLWiC) 4 A2\ V4
Is question answerable? (TyDiQA) & V4 V4 A2\

From “Realistic Evaluation of Model Merging for Compositional Generalization" by Tam et al.



... hot really.
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From “Realistic Evaluation of Model Merging for Compositional Generalization" by Tam et al.



Merging methods also have different practical requirements...

Prerequisites Computational cost (FLOPs)

0p Stats Data Hiparamnss Merging Statistics
Average Mdk
SLERP O((5M — 2)dk)
Task Arith. X X v (2M + 1)dk
DARE X X v (6M + 1)dk
TIES X X" v (4M + 1)dk O(M Kdk)
Fisher X X (3M — 1)dk AMTd?k
RegMean X* X* v O((M + 2)d*k) MTd*k
MaTS X* X v O((M + N)d’k) 4MTd*k

From “Realistic Evaluation of Model Merging for Compositional Generalization" by Tam et al.



... and different hyperparameter sensitivity

Image Classification
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From “Realistic Evaluation of Model Merging for Compositional Generalization" by Tam et al.



Multitask performance is still poor as you the number of models...

Image Classification
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From “Realistic Evaluation of Model Merging for Compositional Generalization" by Tam et al.



... but the picture for generalization is better.

Image Classification
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From “Realistic Evaluation of Model Merging for Compositional Generalization" by Tam et al.



An alternative: MoErging?

Adapter pool
[HZI:

Routing vectors

From “Learning to Route Among Specialized Experts for Zero-Shot Generalization" by Muqeeth et al.



Differentiable routing between specialist submodels with SMEAR

f Merged Expert ]—»
[ Router ]—»d:ll

[ Expert 1 J [ Expert 2 ] [ Expert 3 } [ Expert 4]

From “Soft Merging of Experts with Adaptive Routing" by Muqeeth et al.



SMEAR is pareto-optimal across different routing strategies
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From “Soft Merging of Experts with Adaptive Routing" by Muqeeth et al.



Experts specialize and are shared across different datasets
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From “Soft Merging of Experts with Adaptive Routing" by Muqeeth et al.



Post-Hoc Adaptive Tokenwise Gating Over an Ocean of Specialized Experts
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From “Learning to Route Among Specialized Experts for Zero-Shot Generalization" by Muqeeth et al.



PHATGOOSE outperforms prior routing methods and multitask training
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From “Learning to Route Among Specialized Experts for Zero-Shot Generalization" by Muqeeth et al.



PHATGOOSE learns nontrivial routing strategies

CB Routing Distribution
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From “Learning to Route Among Specialized Experts for Zero-Shot Generalization" by Muqeeth et al.



The MoErging design space

Standard

Hl.7,8,9, 10,12,13,14,15,17, 18, 21,23, 24, 25, 26, 27, 28, 29]

Custom

]_{2. 3,4,5,6,8,11,16,19,20, 22]

Expert

Design (2.1)

Private

]_[1.2.3,4,5,6, 7,8,9,10,11,12,13, 14,15, 16,18, 19, 20,22, 23, 24.27]

Shared

Hrz, 13,17,21,25,26,28, 29]

None

J_[z. 3,6,8,11,13,16,22, 24]

Routing

Target

]—[1.4,5, 7,12,13, 14,15, 18, 19,20, 23,27, 'ze]

Dataset

(2.2.1)

_.{

Expert

le, 13,17,21,25,26, 29]

—{  msk 234791219
Routing Input
Granularity (——{  Example ]—[5« 6,8,10,13,14,15,17,22,27, zs]
(222)
o Step Hl‘ 11,16, 18, 20,21, 23, 24, 25, 29]
Routin
Design (2g.2) " Routing Depth Module Hl.s, 13,15,16, 18,19, 21,23, 24, 25,26, 29]
o :
(223) Model ]_(2. 3,4,6,7,8,9,10,11,14,17,20,22,27, 28]
Expert Dense H1.5,6,11A 15,18, 19,22, 23, 26, 28, 29]
Selection
(2.2.4) Sparse Hz. 3,4,7,8,9,10,13, 14,16, 17,20, 21,24, 25, 27]
Expert Output Hl.s, 12,13,16,17,18,19,21,23, 25]
n :
(2.2.55) Barameber, Hs. 4,6,7,11,13,15,17,22, 24, 26,28, 29]
D HI.S,S, 11,12,15,17,20,21,22, 23,25, 26,27, 28, 29]
Application 00D Hz. 3,4,6,7,8,9,10,12,13,14,15,16,17, 18, 19, 23, 24, 27,23.29]
Design (2.3)
Zero-Shot Hz. 4,6,8,9,10,11,13,15, 16, 22,24,27, 29]
User Dataset .
2.32) Few-Shot Hs. 4,7,14,18,19, 21.23]
Full ]_[1.5, 12,17, 19, 20,21, 25,26, 28]

From “A Survey on Model MoErging: Recycling and Routing Among Specialized Experts for Collaborative Learning" by Yadav et al.



Thanks.
Please give me feedback:
http://bit.ly/colin-talk-feedback

craffel@gmail.com
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