A call to build models like we

build open-source software
Colin Raffel



Unsupervised pre-training
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Unsupervised pre-training
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Supervised fine-tuning
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The cabs charged the same rates as
those used by horse-drawn cabs and
were initially quite popular; even
the Prince of Wales (the future King
Edward VII) travelled in one. The
cabs quickly became known as
"hummingbirds" for the noise made by
their motors and their distinctive

This movie is terrible! The acting
is bad and I was bored the entire
time. There was no plot and
nothing interesting happened. I
was really surprised since I had
very high expectations. I want 103
minutes of my life back!
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from https://paperswithcode.com/sota/speech-recognition-on-timit
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O PyTorch
TORCHVISION.MODELS

We provide pre-trained models, using the PyTorch torch.utils.model_zoo. These can be constructed by passing

pretrained=True:

impoxrt torchvision.models as models

resnetl8 = models.resnetl8(pretrained=True)

alexnet = models.alexnet(pretrained=True)

squeezenet = models.squeezenetl_O(pretrained=True)
vgglé = models.vgglé (pretrained=True)

densenet = models.densenetl6l(pretrained=Txue)
inception = models.inception_v3(pretrained=Txue)
googlenet = models.googlenet(pretrained=True)
shufflenet = models.shufflenet_v2_x1_0(pretrained=Txue)



GPT-3 1/5B model required 3.14E23
FLOPS of computing for training. Even at
theoretical 28 TFLOPS for V100 and
lowest 3 year reserved cloud pricing we
could find, this will take 355 GPU-years
and cost $4.6M for a single training run.

from https://lambdalabs.com/blog/demystifying-gpt-3/
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How can we enable collaborative and
continual development of machine learning

models?

We need to be able to cheaply
communicate patches and merge updates

from different contributors.
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Fisher-Induced Sparse Unchanging (FISH) Mask



GLUE validation score
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Method Sparsity GLUE Score

Dense Fine-tuning  100% 82.5
Bit-Fit 0.08% 81.2
FISH Mask 0.08% 81.3
Diff Pruning 0.50% 81.5

FISH Mask 0.50% 82.6
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Communication cost per worker



How can we enable collaborative and
continual development of machine learning

models?

We need to be able to cheaply
communicate patches and merge updates

from different contributors.



Pre-training Downstream
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Domain adaptation

OO

Downstream task

Task Unmerged Merged Fine-tuned
CHEMPROT 82.70.3 83.10.4 82.50.1
ACL-ARC 70.53.2 73.21.7 71.53.0
SCIERC 81.00.4 81.30.5 81.61.0




How can we enable collaborative and
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models?

We need to be able to cheaply
communicate patches and merge updates

from different contributors.



How can we enable collaborative and
continual development of machine learning
models?

We need to be able to rapidly evaluate
proposed changes to the model to ensure
backward compatibility.



How can we enable collaborative and
continual development of machine learning
models?

We need to be able to combine modular
components of different models to provide
new skills and capabilities.



Training Neural Networks with Fixed Sparse Masks
Yi-Lin Sung, Varun Nair, and Colin Raffel

Merging Models with Fisher-Weighted Averaging
Michael Matena and Colin Raffel

Please give me feedback:
http://bit.ly/colin-talk-feedback
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https://arxiv.org/abs/2111.09839
https://arxiv.org/abs/2111.09832

