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“I have an extremely large 
collection of clean labeled data”

- No one
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Learning from limited labeled data

● Transfer learning
○ Leverage data from a different-but-related task

● Few/zero-shot learning
○ Generalize to new tasks after seeing a few (or no) examples of that task

● Multitask learning
○ Use information learned on different tasks for mutual benefit

● Data augmentation
○ Modify labeled data to with class-preserving transformations

● Semi-supervised learning
○ Learn from labeled and unlabeled data
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Data Augmentation

● Token-level augmentation

○ Change individual words 

● Sentence-level augmentation

○ Change an entire sentence

● Adversarial augmentation:

○ Change the text to maximally fool the model

● Hidden space augmentation:

○ Change the representations inside the model
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Semi-supervised learning

● Consistency regularization
○ Train the model to output consistent predictions after augmentation

● Entropy regularization
○ Train the model to output confident predictions

● Self-training
○ Train the model to predict its own outputs

● How to find unlabeled data?
○ Mine unstructured text corpora for task-specific data

● Leveraging the pre-training format
○ Pre-training on downstream data and framing tasks as cloze problems
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Applications to Multilinguality

● What should we do when we have limited data in some languages?
● Multilingual Pre-training

○ Pre-train the model on a large multilingual corpus

● Back-Translation for Machine Translation
○ Generate additional data through paraphrasing

● Zero shot Translation
○ Translate between unseen language pairs

● Unsupervised Machine Translation
○ Translate without any paired data
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Data Augmentation

1. Token-level augmentation:
○ Synonym replacement (Yang et al. 2015, Zhang et al. 2015, Miao et al. 2020)

○ Random insertion, deletion, swapping (Xie et al. 2019, Wei and Zou 2019)

○ Word replacement via LM (Wu et al. 2019, Zhu et al. 2019)

2. Sentence-level augmentation:
○ Paraphrasing (Xie et al. 2019, Chen et al. 2020)

○ Conditional generation (Zhang and Bansal 2019, Yang et al. 2020)

3. Adversarial augmentation:
○ Paraphrasing (Xie et al. 2019, Chen et al. 2020)

○ Conditional generation (Zhang and Bansal 2019, Yang et al. 2020)

4. Hidden space augmentation:
○ Mixup (Zhang et al., 2019, Chen et al. 2020)
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Easy Data Augmentation Techniques (EDA) 

Operation Sentence

None A sad, superior human comedy played out on the back roads of life.

Synonym replacement A lamentable, superior human comedy played out on the backward road of life.

Random insertion A sad, superior human comedy played out on funniness the back roads of life.

Random swap A sad, superior human comedy played out on roads back the of life.

Random deletion A sad, superior human out on the roads of life.

Wei, Jason, and Kai Zou. "EDA: Easy data augmentation techniques for boosting performance on text classification tasks." arXiv preprint arXiv:1901.11196 (2019).
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Word Replacement via Language Modeling

Contextual augmentation, when a sentence “the 
actors are fantastic” is augmented by replacing 
only actors with words predicted based on the 
context (Kobayashi, 2018)

Soft contextual data augmentation 
(Gao et al., 2019)
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Compositional Augmentation

Induce a high-precision synchronous context-free 
grammar, and then sample from this grammar to 
generate new “recombinant” examples (Jia and Liang, 2016)

Two discontinuous sentence fragments (a–b, underlined) 
which appear in similar environments (a–b, highlighted) are 
identified. Additional sentences in which the first fragment 
appears (c) are used to synthesize new examples (d) by 
substituting in the second fragment (Andreas, 2020)
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Saliency based data augmentation where the 
least salient span from sent A is replaced with 
the most salient span from sent B (Yoon et al., 2021)

TreeMix: Compositional Constituency-based Data Augmentation for
Natural Language Understanding  (Zhang et al., 2022)
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Token Level Data Augmentation Summary

Topic Classification and News Classification results with 10 examples. We report the average results 
across 3 different random seeds with the 95% confidence interval and bold the best results.
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Token Level Data Augmentation Summary

Methods Level Diversity Tasks

Synonym replacement Token Low Text classification, Sequence labeling 

Random insertion, deletion, 
swapping

Token Medium Text classification, Sequence labeling , Machine 
translation, Dialogue generation

Word replacement via LM Token Low Text classification, Sequence labeling , Machine 
translation

Compositional 
augmentation

Token High Text classification, Sequence labeling , Semantic 
Parsing, Language Modeling, Text Generation
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Back-Translation for Data Augmentation (Edunov et al., 2018)

Image credit to https://github.com/vietai/dab 19



Paraphrasing

syntactically controlled paraphrase generation (Iyyer et al., 2018) 

20



Conditional Generation

Language model based data augmentation (LAMBADA) using GPT 
(Anaby-Tavor et al., 2019)

Label + sentence, 
Label + sentence,

… 
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Sentence Level Augmentation Summary

Methods Diversity Tasks

Paraphrase High Text classification, Machine translation, Question answering, Generation

Conditional Generation High Text classification, Question answering
22



White-box Attack

HotFlip uses the model gradient to 
identify the most important letter in the text 
(Ebrahimi et al., 2018)

Adversarial examples with a single character change, 
which will be misclassified by a neural classifier.

Find the flip vector with biggest increase in loss
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Black-box Attack

Use BERT-MLM to predict masked tokens in the text for generating adversarial examples. 
(Garg and Ramakrishnan, 2020)
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Adversarial Attack Augmentation Summary

Methods Level Diversity Tasks

White-box attack Token or 
Sentence

Medium Text classification, Sequence labeling, Machine 
translation

Black-box attack Token or 
Sentence

Medium Text classification, Sequence labeling, Machine 
translation, Textual entailment, Dialogue 
generation, Text Summarization
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Hidden-space Augmentation via Perturbation

Manipulating the hidden representations 

● Through perturbations such as adding noises 
● Or performing interpolations with other data points
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Interpolation: mixup in textual hidden space

Chen, Jiaao, Zichao Yang, and Diyi Yang. "MixText: Linguistically-Informed Interpolation of Hidden Space for Semi-Supervised Text Classification." ACL 2020. 27



Cutoff

Shen, Dinghan, Mingzhi Zheng, Yelong Shen, Yanru Qu, and Weizhu Chen. "A simple but tough-to-beat data augmentation approach for natural language 
understanding and generation." arXiv preprint arXiv:2009.13818 (2020).
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Cutoff

Closely related to multi-view learning 

Cutoff removes the information from the input embedding matrix

Shen, Dinghan, Mingzhi Zheng, Yelong Shen, Yanru Qu, and Weizhu Chen. "A simple but tough-to-beat data augmentation approach for natural language 
understanding and generation." arXiv preprint arXiv:2009.13818 (2020).

29



Hidden Space Augmentation Summary

Methods Level Diversity Tasks

Hidden-space perturbation Token or 
Sentence

High Text classification, Sequence labeling, Speech 
recognition

Interpolation Token or 
Sentence

High Text classification, Sequence labeling, Machine 
translation
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Hidden Space Augmentation Summary
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Semi-Supervised Learning

● What is semi-supervised learning?
● Consistency regularization
● Entropy minimization
● Self-training
● Finding unlabeled data
● Continued pre-training
● Pattern-exploiting training
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Semi-Supervised Learning
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Semi-Supervised Learning
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Semi-Supervised Learning
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Supervised Learning
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Semi-Supervised Learning

and
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Transfer Learning

and

or
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How to use unlabeled data?
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How to use unlabeled data?
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Use a proxy-label/pseudo-label/label guess
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Consistency regularization

Model

Model

Augmented

Label Guess

Prediction

Unlabeled example

The cat sat on the mat.

A cat sat ____ the rug.
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“Unsupervised Data Augmentation” (UDA)

45
Xie, Qizhe, et al. "Unsupervised data augmentation for consistency training." NeurIPS 2020.
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Xie, Qizhe, et al. "Unsupervised data augmentation for consistency training." NeurIPS 2020.



“Unsupervised Data Augmentation” (UDA)
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Xie, Qizhe, et al. "Unsupervised data augmentation for consistency training." NeurIPS 2020.



SSL or just augmentation?
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Chen, Jiaao, et al. "An empirical survey of data augmentation for limited data learning in NLP." arXiv preprint arXiv:2106.07499 (2021).



SSL or just augmentation?

No “best”
augmentation

49
Chen, Jiaao, et al. "An empirical survey of data augmentation for limited data learning in NLP." arXiv preprint arXiv:2106.07499 (2021).



Entropy regularization

Entropy!
50

Grandvalet, Yves, and Yoshua Bengio. "Semi-Supervised Learning by Entropy Minimization." NeurIPS 2004.



Entropy regularization

Entropy!

Model

Prediction
Unlabeled example

The cat sat on the mat.

51
Grandvalet, Yves, and Yoshua Bengio. "Semi-Supervised Learning by Entropy Minimization." NeurIPS 2004.



Why does(n’t) entropy minimization work?
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Why does(n’t) entropy minimization work?
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MixText

56
Chen, Jiaao, Zichao Yang, and Diyi Yang. "MixText: Linguistically-Informed Interpolation of Hidden Space for Semi-Supervised Text Classification." ACL 2020.



MixText

57
Chen, Jiaao, Zichao Yang, and Diyi Yang. "MixText: Linguistically-Informed Interpolation of Hidden Space for Semi-Supervised Text Classification." ACL 2020.



Self-training

Model

Prediction Proxy label
Unlabeled example

The cat sat on the mat.
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Self-training vs. entropy minimization
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The problem with unlabeled data…

● Some problems (e.g. machine translation) are meant to be applied to 
any text; unlabeled data is abundant

● Some problems (e.g. sentiment analysis) only apply to certain kinds of 
text (e.g. all product reviews but not all tweets)

● For some problems (e.g. natural language inference), it is 
unreasonable to expect that a large amount of unlabeled data is 
available – it’s nearly as hard to collect data as it is to label it.
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SentAugment

61
Du, Jingfei, et al. "Self-training Improves Pre-training for Natural Language Understanding." NAACL 2021.



SentAugment

62
Du, Jingfei, et al. "Self-training Improves Pre-training for Natural Language Understanding." NAACL 2021.



SentAugment
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Du, Jingfei, et al. "Self-training Improves Pre-training for Natural Language Understanding." NAACL 2021.
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Du, Jingfei, et al. "Self-training Improves Pre-training for Natural Language Understanding." NAACL 2021.
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Du, Jingfei, et al. "Self-training Improves Pre-training for Natural Language Understanding." NAACL 2021.



SentAugment

Let’s revisit this

66
Du, Jingfei, et al. "Self-training Improves Pre-training for Natural Language Understanding." NAACL 2021.



Domain/Task-adaptive pre-training

67
Gururangan, Suchin, et al. "Don’t Stop Pretraining: Adapt Language Models to Domains and Tasks." ACL 2020.
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Domain/Task-adaptive pre-training

69
Gururangan, Suchin, et al. "Don’t Stop Pretraining: Adapt Language Models to Domains and Tasks." ACL 2020.
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Domain/Task-adaptive pre-training

70
Gururangan, Suchin, et al. "Don’t Stop Pretraining: Adapt Language Models to Domains and Tasks." ACL 2020.

“Oracle” 
unlabeled data 
works best



Pattern-exploiting training

71
Schick, Timo, and Hinrich Schütze. "Exploiting Cloze-Questions for Few-Shot Text Classification and Natural Language Inference." EACL 2021.



Pattern-exploiting training
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Schick, Timo, and Hinrich Schütze. "Exploiting Cloze-Questions for Few-Shot Text Classification and Natural Language Inference." EACL 2021.



Pattern-exploiting training

Usin
g th

e p
re

tra
ini

ng

fo
rm

at 
he

lps!

73
Schick, Timo, and Hinrich Schütze. "Exploiting Cloze-Questions for Few-Shot Text Classification and Natural Language Inference." EACL 2021.



Simplifying PET

74
Tam, Derek, et al. "Improving and Simplifying Pattern Exploiting Training." EMNLP 2021.



Is unlabeled data necessary?

75
Tam, Derek, et al. "Improving and Simplifying Pattern Exploiting Training." EMNLP 2021.
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Applications to Multilinguality

● Introduction
● Multilingual Pre-training
● Back-Translation for Machine Translation
● Zero shot Translation
● Unsupervised Machine Translation

77



Applications to Multilinguality

● Introduction
● Multilingual Pre-training
● Back-Translation for Machine Translation
● Zero shot Translation
● Unsupervised Machine Translation

78



Long tail of Multilinguality

Source: Conneau et al. 2020. 79

https://arxiv.org/abs/1911.02116


Common Approaches

Most multilingual/cross-lingual approaches use one or both of the below 
techniques: 

● Multilingual pre-training: Natural way to leverage high resource 
languages to improve low resource ones. 

● Machine translation: Translate the training set (works much better 
than translating in test time)

80



Example Task: Multilingual Zero shot classification

XNLI [Conneau et al. 2018]:
● Initialize from multilingual pretrained model
● Fine-tune on English data. 
● Evaluate on 14 other languages. 

81
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Example Task: Cross-Lingual Question Answering [Asai et 
al. 2021, Muller et al. 2021]

84
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Example Task: Cross-Lingual Question Answering [Asai et 
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Applications to Multilinguality

● Introduction
● Multilingual Pre-training
● Back-Translation for Machine Translation
● Zero shot Translation
● Unsupervised Machine Translation
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Multilingual Pretraining [Conneau et al. 2020, Liu et al. 2020, Xue et al. 2020, 
Chung et al. 2021]

Use span-denoising objectives on monolingual data from various 
languages.

Source: Liu et al. 2020 88

https://arxiv.org/abs/1911.02116
https://direct.mit.edu/tacl/article/doi/10.1162/tacl_a_00343/96484/Multilingual-Denoising-Pre-training-for-Neural
https://arxiv.org/abs/2010.11934
https://openreview.net/forum?id=xpFFI_NtgpW
https://direct.mit.edu/tacl/article/doi/10.1162/tacl_a_00343/96484/Multilingual-Denoising-Pre-training-for-Neural


Large Gains in Zero-shot classification

Results on XNLI [Conneau et al. 2020]

Setup: 
● Initialize from multilingual pretrained model
● Fine-tune on English data. 
● Evaluate on 14 other languages. 

89

https://arxiv.org/abs/1911.02116


Enables zero-shot evaluation metrics for generation [Sellam et 
al. 2020]

Setup: 
● Initialize from multilingual pretrained model
● Fine-tune on WMT ratings data for X language pairs
● Evaluate on Y other language pairs for which ratings data has not been 

seen.

90zero shot languages

https://aclanthology.org/2020.wmt-1.102/
https://aclanthology.org/2020.wmt-1.102/


Shortcomings

While pre-training enables a lot of amazing things it does not explicitly 
force similar words/phrases in different languages to have similar 
representations. 

Thus it may not sufficient for certain challenging applications e.g. 
translating into low resource languages
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Neural Machine Translation Setups

93

Supervised (Multilingual) Translation
[Johnson et al. 2016, 

Firat et al. 2016]

Zero shot translation 
[Johnson et al. 2016,  Chen et al. 2017,

Cheng et al. 2017, Al-Shedivat and Parikh 2019]

Solid lines indicate presence of parallel data

https://arxiv.org/abs/1611.04558
https://arxiv.org/abs/1606.04164
https://arxiv.org/abs/1611.04558
https://arxiv.org/abs/1705.00753
https://www.ijcai.org/proceedings/2017/0555.pdf
https://aclanthology.org/N19-1121/


Neural Machine Translation Setups

94

Multilingual Unsupervised Translation 
[Siddhant et al. 2020, Garcia et al. 

2020, Li et al. 2020, Wang et al. 2021,  
Garcia et al. 2021]

Unsupervised translation [Ravi 
and Knight 2011, Lample et al. 
2018, Artexe et al. 2018] 

Solid lines indicate presence of parallel data

https://arxiv.org/abs/2005.04816
https://arxiv.org/abs/2002.02955
https://arxiv.org/abs/2002.02955
https://arxiv.org/abs/2004.02127
https://arxiv.org/abs/2004.03137#:~:text=Cross%2Dlingual%20Supervision%20Improves%20Unsupervised%20Neural%20Machine%20Translation,-Mingxuan%20Wang%2C%20Hongxiao&text=Neural%20machine%20translation~(NMT,data%20can%20achieve%20promising%20results.
https://arxiv.org/abs/2009.11201
https://arxiv.org/pdf/2002.02955.pdf
https://arxiv.org/pdf/2002.02955.pdf
https://arxiv.org/abs/1711.00043
https://arxiv.org/abs/1711.00043
https://arxiv.org/abs/1710.11041


Back-Translation (for Supervised MT) [Sennrich et al. 2015]

Let x be a sentence in the source language and X the set of all source sentences.

Let y be a sentence in the target  language and Y the set of all target sentences.

Forward (supervised) translation model: 

 

Backward (supervised) translation model: 

95

https://arxiv.org/pdf/1511.06709.pdf


Back-Translation

Back-translation is a form of data augmentation where

● f generates synthetic data for g
● g generates synthetic data for f 

This can significantly increase the performance of models especially in 
the case where either the source or target is low resource. 
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Back-Translation: A form of data augmentation

f generates synthetic data for g: Given source sentences 

Synthetic dataset:

Continue training g on synthetic dataset using maximum likelihood
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Back-Translation: A form of data augmentation

g generates synthetic data for f: Given source sentences 

Synthetic dataset:

Continue training f on synthetic dataset using maximum likelihood
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When does Back-translation help?

Let X be Romanian and Y be English. 

The performance of the forward (Ro -> En) model is likely to be better so 
generating synthetic data with the forward model can yield high quality 
training data for the backward (En -> Ro) model

Thus back-translation can greatly help translating into low resource 
languages. 
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Understanding Back-Translation at Scale [Edunov et al. 2018]

Experimented with different decoding strategies of 
generating the synthetic data. 

100
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Understanding Back-Translation at Scale [Edunov et al. 2018]

Consistent improvements across tasks. 
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https://arxiv.org/abs/1808.09381
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Neural Machine Translation Setups
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Supervised (Multilingual) Translation
[Johnson et al. 2016, 

Firat et al. 2016]

Zero shot translation 
[Johnson et al. 2016,  Chen et al. 2017,

Cheng et al. 2017, Al-Shedivat and Parikh 2019]

Solid lines indicate presence of parallel data

https://arxiv.org/abs/1611.04558
https://arxiv.org/abs/1606.04164
https://arxiv.org/abs/1611.04558
https://arxiv.org/abs/1705.00753
https://www.ijcai.org/proceedings/2017/0555.pdf
https://aclanthology.org/N19-1121/


Synthetic Data Generation (Distillation) for Zero-Shot 
Translation [Chen et al. 2017]

104

● Train supervised (En, Fr) model f and 
(Fr, Ro) model g

● Use g to label (En, Fr) data to 
generate synthetic (En, Ro) data

● Train (Er, Ro) model

https://arxiv.org/abs/1705.00753


Encoder Consistency for Zero Shot Translation [Arivazhagan 
et al. 2019]

Regularize encoder 
output to be 
language-invariant

105

Similarity function like cosine similarity 
on pooled encoder states

https://arxiv.org/abs/1903.07091
https://arxiv.org/abs/1903.07091


Decoder Consistency for Zero Shot Translation 
[Al-Shedivat and Parikh 2019]

● Model sees (En, De) and (En, Fr) supervised pairs 
in training.

● For each (En, Fr) example also try to translate to a 
third language e.g. 

○ DeEn: the predicted De translation from En
○ DeFr: the predicted De translation from Fr

Have regularizer that enforces agreement 
between DeEn and DeFr

(analogously for each (En, De) example)

106

https://aclanthology.org/N19-1121/


Zero Shot Results [Al-Shedivat and Parikh 2019]

107

● Pivoting (i.e. 
translating twice - 
first to English and 
then out English) is 
a strong baseline.

● Decoder agreement 
works well for a 
multilingual model, 
however, distillation 
works better. 

https://aclanthology.org/N19-1121/
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Neural Machine Translation Setups

109

Multilingual Unsupervised Translation 
[Siddhant et al. 2020, Garcia et al. 

2020, Li et al. 2020, Wang et al. 2021,  
Garcia et al. 2021]

Unsupervised translation [Ravi 
and Knight 2011, Lample et al. 
2018, Artexe et al. 2018] 

Solid lines indicate presence of parallel data

https://arxiv.org/abs/2005.04816
https://arxiv.org/abs/2002.02955
https://arxiv.org/abs/2002.02955
https://arxiv.org/abs/2004.02127
https://arxiv.org/abs/2004.03137#:~:text=Cross%2Dlingual%20Supervision%20Improves%20Unsupervised%20Neural%20Machine%20Translation,-Mingxuan%20Wang%2C%20Hongxiao&text=Neural%20machine%20translation~(NMT,data%20can%20achieve%20promising%20results.
https://arxiv.org/abs/2009.11201
https://arxiv.org/pdf/2002.02955.pdf
https://arxiv.org/pdf/2002.02955.pdf
https://arxiv.org/abs/1711.00043
https://arxiv.org/abs/1711.00043
https://arxiv.org/abs/1710.11041


Unsupervised Translation [Ravi and Knight 2011, Lample et al. 2018, Artexe et 
al. 2018] 

110

Spanish German

Given monolingual data in two languages learn a mapping between them. Training examples are 
unaligned.

https://arxiv.org/pdf/2002.02955.pdf
https://arxiv.org/abs/1711.00043
https://arxiv.org/abs/1710.11041
https://arxiv.org/abs/1710.11041


Unsupervised Neural Machine Translation [UNMT] [Lample 
et al. 2018, Artexe et al. 2018, Lample et al. 2018, Song et al. 2019]

Step 1: Train a pretrained language model based on monolingual data in 
the source and target languages (with span denoising)
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<es> Ciro II el Grande (circa 600/575 – 530 a. C.) fue un rey aqueménida de Persia (circa 559-530 a. C.) y el fundador del Imperio 
aqueménida ….

<de> Napoleon Bonaparte, als Kaiser Napoleon I. (französisch Napoléon Bonaparte bzw. Napoléon Ier; * 15. August 1769 in Ajaccio auf 
Korsika als Napoleone Buonaparte[1]; † 5. Mai 1821 in Longwood House auf St. Helena im Südatlantik), war ein französischer General, 
revolutionärer Diktator und Kaiser der Franzosen.

<es> Juana de Arco (en francés: Jeanne d'Arc), b también conocida como la Doncella de Orleans (en francés: La Pucelle d'Orléans; 
Domrémy, h. 1412-Ruan, 30 de mayo de 1431) …..

<de> Das Aztekenreich entstand aus dem Aztekischen Dreibund der drei Stadtstaaten Tenochtitlan, Texcoco und Tlacopan im heutigen 
Mexiko, welcher seine Wurzeln auf das Jahr 1428 zurückführt.

https://arxiv.org/abs/1711.00043
https://arxiv.org/abs/1711.00043
https://arxiv.org/abs/1710.11041
https://arxiv.org/abs/1804.07755
https://arxiv.org/abs/1905.02450


Unsupervised Neural Machine Translation [UNMT] 
[Lample et al. 2018, Artexe et al. 2018, Lample et al. 2018, Song et al. 2019]

Step 2: Use online back-translation:

SG = stop gradient i.e. since the gradient won’t pass through the argmax
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● Compute the most likely translation to 
de (using the <de> tag so that the 
decoded output is in the right 
language).
 

● Maximizing the likelihood of the original 
es sentence under the backward 
translation model. 

https://arxiv.org/abs/1711.00043
https://arxiv.org/abs/1710.11041
https://arxiv.org/abs/1804.07755
https://arxiv.org/abs/1905.02450


Unsupervised Neural Machine Translation [UNMT] 
[Lample et al. 2018, Artexe et al. 2018, Lample et al. 2018, Song et al. 2019]

Step 2: Use online back-translation:

Do the same for the other direction
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● Compute the most likely translation to 
es (using the <es> tag so that the 
decoded output is in the right 
language).
 

● Maximizing the likelihood of the original 
de sentence under the backward 
translation model. 

https://arxiv.org/abs/1711.00043
https://arxiv.org/abs/1710.11041
https://arxiv.org/abs/1804.07755
https://arxiv.org/abs/1905.02450


Results 
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Lample et al. 2018

Song et al. 
2019

https://arxiv.org/pdf/1804.07755.pdf
https://arxiv.org/abs/1905.02450
https://arxiv.org/abs/1905.02450


But what about a real use case? [Guzmán et al. 2019, Marchisio et al. 
2020, Kim et al. 2020]

The results are much worse when running on actual low resource 
languages. 
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https://arxiv.org/abs/1902.01382
https://arxiv.org/abs/2004.05516
https://arxiv.org/abs/2004.05516
https://arxiv.org/abs/2004.10581


Multilingual Unsupervised Neural Machine Translation (M-UNMT)  
[Siddhant et al. 2020, Garcia et al. 2020, Li et al. 2020, Wang et al. 2021,  Garcia et al. 2021]

Leverage parallel data among 
auxiliary high resource pairs (solid 
lines)

Note that the target low resource 
languages are not associated with 
any parallel data
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https://arxiv.org/abs/2005.04816
https://arxiv.org/abs/2002.02955
https://arxiv.org/abs/2004.02127
https://arxiv.org/abs/2004.03137#:~:text=Cross%2Dlingual%20Supervision%20Improves%20Unsupervised%20Neural%20Machine%20Translation,-Mingxuan%20Wang%2C%20Hongxiao&text=Neural%20machine%20translation~(NMT,data%20can%20achieve%20promising%20results.
https://arxiv.org/abs/2009.11201


Cross-translation [Ren et al. 2018, Garcia et al. 2020, Li et al. 2020, Wang et al. 2021]

When more than one language is present, we can have a variant of 
back-translation called cross-translation
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https://arxiv.org/abs/1805.04813
https://arxiv.org/abs/2002.02955
https://arxiv.org/abs/2004.02127
https://arxiv.org/abs/2004.03137#:~:text=Cross%2Dlingual%20Supervision%20Improves%20Unsupervised%20Neural%20Machine%20Translation,-Mingxuan%20Wang%2C%20Hongxiao&text=Neural%20machine%20translation~(NMT,data%20can%20achieve%20promising%20results.


Results [Garcia et al. 2021]

Multilinguality allows to achieve SOTA over existing unsupervised 
methods and close gap to supervised systems. 
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https://arxiv.org/abs/2009.11201


M-UNMT without Back-Translation [Üstün et al. 2021]

● Using back-translation is expensive. Instead use 
adapter modules [Houlsby et al. 2019]

● Procedure:
○ Initialize with pretrained multilingual 

encoder-decoder (mBART) 
○ Add adapter modules and pretrain only 

those on monolingual data for all languages.
○ Freeze adapter modules and fine-tune cross 

attention of encoder-decoder on parallel 
data 
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https://arxiv.org/abs/2110.10472
https://arxiv.org/abs/1902.00751


M-UNMT without Back-Translation [Üstün et al. 2021]
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No back-translation

back-translation

https://arxiv.org/abs/2110.10472


● [Introduction]: Overview (Colin)

● [Session 1]: Data Augmentation (Diyi)

● [Session 2]: Semi-supervised Learning (Colin)

● [Session 3]: Applications to Multilinguality (Ankur)

● [Conclusion]: Moving Forward (Diyi)

Outline
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Discussion, Challenges, and Future Directions

Regarding Data Augmentation

❏ Theoretical Guarantees

❏ Data Distribution Shift

❏ Automatic Data Augmentation

❏ Selecting Labeled Data
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Discussion, Challenges, and Future Directions

Regarding Semi-Supervised Learning

❏ Learning with noisy labels 

❏ Large amount of unlabeled data

❏ Context specific consistency training

❏ Knowledge enhanced semi-supervised learning
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Data Augmentation and Semi-Supervised 
Learning for Natural Language Processing

Github: https://github.com/diyiy/ACL2022_Limited_Data_Learning_Tutorial
Questions: diyi.yang@cc.gatech.edu, aparikh@google.com, craffel@gmail.com 
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